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Abstract. The FFT communication patterns are important to not only FFT 
algorithms, but also many other algorithms over one or higher dimensional. 
The mapping of m dimensional FFT communication to k dimensional mesh 
has previously been considered only for the following special cases (a) m = 
1 or 2, k =1 or 2, (b) m = 1 or 2, k = log(n) where n is the size of the 
machine. In this paper, we present the optimal mappings of m dimensional FFT 
communication onto k dimensional mesh for arbitrary m and k. The mappings 
are optimal since the communication distances in the logarithmic steps sum 
to exactly the diameter of the mesh regardless of the dimension cr the shape 
of the mesh. An m-lt shuffle permutation, which subsumes perfect shuffle, is 
introduced and used to derive some of the optimal mappings. As a by-product, 
an optimal broadcast algorithm over any dimensional mesh, including binary 
hypercube as a special case, is presented. 

1 Introduction 

The butterfly communication patterns found in FFT algorithms, which we will refer to 
as FFT communications, are important to not only the FFT algorithms but also many 
other divide-and-conquer algorithms for a broad class of numerical problems including 
reduction, scan, polynomial evaluation, linear difference equations, and bitonic sort. 
On the other hand, mesh is an important underlying topology for a wide range of 
parallel architecture, ranging from the one dimensional linear array to the binary 
hypercube which is no more than a mesh of logarithmic dimensional mesh. The study 
of the mappings from FFT communication to mesh architectures however has been 
very limited in the past. Let m be the dimension of the FFT communications, and k 
the dimension of the mesh, then the previous studies only cover the following special 
cases: 

- m = 1,2, fc = 1,2 [3, 1, 2]. 
- m = 1,2,/: = log(n) [11, 13, 5, 12, 10]. 
~  m= 1 , 1  <k <log(r,) [7, 8]. 

For the case of k = log(n), we have included Stone's work on perfect shuffle [12] and 
reparata's work on cube-connected-shuffle [10] since the well-known isomorphism 

th ^ ̂W° arc^*'ec'ures anc^ a binary hypercube [14]. It thus can be observed 
that the mapping has not been studied for high dimensional FFT and the meshes 
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with the dimensionality between the two extremes - k = 1 and 2 and k = log(n). 
Moreover, there is a lack of general approach to the problem for different dimensions 
of the FFT and the mesh, and the inherent connections between the results for different 
dimensions cannot be easily seen. 

In this paper, we study the mapping from m dimensional (m-d) FFT to k dimen­
sional (fc-d) mesh for arbitrary m and k. The main results generalize the previous work 
in [1, 3, 2, 11, 13, 7, 8] and include 

- A unified framework to study the mapping for arbitrary m and k. 
- A family of (log(n))! mappings for arbitrary dimensions of the FFT and the mesh 

with size n. 

- Establish the lower bound of the communication cost, and prove the optimality of 
the family of mappings. 

As a by-product of the proof in Section 3, we present optimal broadcast algorithms 
which can be used to (1) broadcast over k-d mesh for any k, including binary hypercube 
as a special case; (2) broadcast over a given dimension of an m dimensional array 
distributed over a k-d mesh for any m and k. This result thus generalizes the well-
known result on broadcasting in [4], 

This paper is organized as follows. We begin by introducing some basic notions 
about mesh and FFT communication in Section 2. In Section 3, we establish the lower 
bound of the FFT communication on mesh. Section 4 and 5 introduces two specific 
mappings from FFT communications to mesh for arbitrary dimensions, present the 
implementations of the communications on mesh, and prove their optimality. In Section 
6 we introduce a family of optimal mappings for which the previous two are members. 
In Section 7, we generalize the results in previous sections to allow arbitrary shape of 
the FFT array and the mesh. Some of the related results that cannot be reported hear 
are mentioned in Section 8, where other comments are made as well. 

2 Pre l iminary  

2.1 k dimensional mesh 

The topology of the mesh A k dimensional mesh with the shape Pk-i x . . . ,Po 
consists of processors in the set Pk of the form 

P  =  { P =  (Pit-i, • • • ,Po) I 0 < p, Pi_i, for i = 0 to k -  1} 

where Pj is the size of the mesh along the ith dimension, pi the coordinate of processors 
p along the ith dimension. Two processors u, v 6 Pk are directly connected, denoted 
by uLv, if only only if their coordinates differ along one dimension by one, namely 

uLv <= |u, — u,-| = 1, and u, — Vj = 0 < i, j < k — 1, j ^ i, 

The total number of processors s = |P| = PlnTo 's referrec' to as the size of the mesh. 
A metric function V : Pk  x Pk  —» I NT is introduced to measure the distance be­

tween processors. Given two processors u = (uo, u,,..., u*_i) and v = (fo, "n • •., 
in Pk the function D is 

t-i 
P(u.") = 2̂ 
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The diameter of a mesh is defined to be 

Min{V(x, y) \ x, y G P] 

It follows from the definitions that 

Theorem 1. 

- the function D is a well-defined metric function over space P. 
- when k = 2, D reduces to the Manhattan Distance over two dimensional grid space. 
-  when k = log(n) D reduces to the Hamming Distance over the space ofk-bit binary 

numbers. 
- when the mesh is viewed as a graph, D is consistent with the length of shortest 

path between any two processors. 
- The diameter of a k dimensional mesh is Yli=o (P> -  ') w ' , erc  Pi >s  the size of its 

ith dimension. 

A mesh is regular if all of its dimensions has the same size. It follows that a regular 
Jb dimensional size has the diameter of k(nl/k - 1). 

Communications over mesh A communication between two processors u and v 
denoted by z(ti, v) means that a message is sent from processor u to processor v. The 
communication is symmetric if at the same time a message is sent from processor v 
to processor u. 

A communication over the mesh with processor set Pk  with respect to binary 
relation R over Pk denoted by ZR is the collection of communications between two 
processors 

ZR = {z(u, v)|u/lu} 

The communication ZR is symmetric if all its members are symmetric. It is asymmetric 
if none of its members is symmetric 1. 

A d-step communication over Pk  is a sequence of d communications of the form 

(ZRa,ZR\...,ZR<->) 

such that ZR '  is performed before Zn<'+o for 0 < i < d - 1 
An asymmetric communication ZR over a k—d mesh is uniform if there exists a 

constant vector, referred to as the communication vector, w = (ivo,. .., wt-i) such that 
pRp if and only if p' = p + to. A symmetric communication is uniform if the relation 
R can be partitioned into two sub-relations fti and R2 such that R - Ri U Ri, and 
both Z 1 and Z^7 are uniform. 

A special case of uniform communication is single dimensional communication, 
where the communication vector has the form of 

(0 to;, 0,..., 0) 

her words, the communication is sent from all the senders to all the receivers only 
along dimension i by distance w,. 

definitio1""'041'0" ^ t'US Ca" ^ ne'l'ler symmetric nor asymmetric by the above 
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Cost of communications We measure the cost of a communication z(u, v) between 
two processors (alone) denoted by C(z(u,v)) by the distance between the two proces­
sors, namely 

C(z(u,v)) = V(u,v) 

The cost of a general communication over the entire mesh is difficult to determine 
because it depends on not only the distances the messages travel, but also the routing 
algorithms and if there is message congestion under the routing algorithm. 

However the cost of a uniform communication with communication vector w — 
(tut- lig) is simply the norm of 

M -
i = 0  

which reflects the minimum number of communication links that the messages go 
through. This cost is realistic under many possible routine algorithms. A straightfor­
ward one is that route the messages from dimension 0 by distance wo, dimension 1 by 
distance uq, • • dimension (t— 1) by distance int-i. The communication cost along di­
mension i costs exactly tor since all messages can travel with no interferences with each 
due to the uniformity. It follows that the cost of single dimensional communication 
with the communication vector (0,. . ., to;, 0,..., 0) is simply to;. 

Finally, the cost of a d-step communication over Pk  is the sum of the cost of all 
the d steps, i.e. 

d— 1  

C(ZR°,ZR\...,ZR4-<) = Y^C(ZR ') 
i = 0  

Note that although the order of the communication steps are generally important in 
computing, it is of no importance as far as the cost is concerned since addition is 
commutative. Therefore, two d-step communications 

(ZR» ,ZR\..., ZQ4 '*) and (ZR« ,ZR< z"4-') 

are cost-equivalent if and only if they contain the same set of constituents. 

Communication instructions The above discussion is true for both MIMD and 
SIMD architectures. In the case of i-d SIMD architecture, we assume the communi­
cation instruction 

d (ua—i, • • •, «;o) 

which sends a message from each active processors processor u = (uo,..., ut_i) to 
processor v = (ufc_i+u>i._i A uniform communication with commu­
nication vector w = (u>(,_i,..., u>o) thus can be implemented by d(z) — d(zo,..., zt_i) 
2 Single dimensional communication on mesh can be expressed more concisely by the 
instruction 

sd (i, wi) 

2 Note that this implementation may cause messages sent between unrelated processors but 
will definitely deliver all the messages to be sent. The unwanted messages can be either 
prevented by a predicate over the processors or simply ignored after the reception, which 
is often the cheaper approach in practice 
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where the 0 < i < (* - 1) >3 a dimension, 0 < in; < Pi is the communication distance 

alone that dimension i with size Pj. 
Finally we would like to emphasize that the discussions of this section applies 

to binary hypercube, which is no more than a regular k dimensional mesh with n 

processors where k = log(n). 

2.2 M dimensional FFT communication 

An m  dimensional FFT communication is defined over an m  d i m e n s i o n a l  i n d e x  s e t  

Im of the form 

r  = {(io.il,. I  0  <  z' j  < A j ,  for j  = 0 torn} 

where A j  is the size along the dimension j .  The s h a p e  of the index set is A 0  x  •  •  •  Am_,, 

and the size of the index set is n = £?=o AJ • T1,e index set ls.said to be TegulaT if a11 

dimensions have the same size, namely, Aj - A{ for all 0 < i, j < m. 
A communication between two indices x , y  G /, denoted by c ( i , j ) ,  means a value 

is sent from x to y. The communication is bidirectional if at the same time a message 

i s  s e n t  f r o m  y  t o  x .  
A communication over an m dimensional index set Im with respect to a binary 

relation over Im denoted by CR is a collection of communication between two indices 
x, y G / of the form 

C R  =  { c ( x , y )  I  x R y }  

A d-step communication over the index set Im is a sequence of communications 
over Im of the form 

( C R 0 , C I t , , . . .  , C R d _ , )  

such that Cfl, is performed b e f o r e  C/?l+1 for 0 < i < d — 1. 
We next define a special binary relation over the index set lm. Given two indices 

x , y  e  I m  

x  =  (x0,...,xp,. [)and y  =  (y0, •  •  . ,  x p ,  • • •, !/m-i) 

we say x  and y  are p - q  r e l a t e d  denoted by x  R q p y  if and only the binary numbers of 
their ptli dimensional index xp and yp differ in their r/tli least significant bits. Observe 
that this relation is symmetric by definition. It can be decomposed into two disjoint 
relations Rqp(0) and /?J(1), where x is Ti*(0)(( 1)) related to y if they are p-q related, 
and the </th bit of xp is 0 (1), of yp is 1 (0). 

A p - q  c o m m u n i c a t i o n  denoted by C R ( p , q )  over an index set is a collection of 
communications (to be performed in parallel) of the form 

C R { p , q )  =  C R l  =  { c ( i ,  y )  |  x R q p y )  

An m  d i m e n s i o n a l  F F T  c o m m u n i c a t i o n  o v e r  index set /m with dimension size 
A consists of (m x !og(A))-step p-q communications. The communication can be of 
postmorphism or of premorphism [9]. A postmorphism tn dimensional communication 
is performed from the least significant bit to the most significant bit for each dimension 

( C n ( 0 , 0 ) , . .  . , C f i ( 0 , a o  —  1 ) ,  
Cn(l,0) C"(l,«,-1), 

1,0)...Cn(m- l,am_, - 1)) 
where aj = log(Ay) 
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In contrast, a premorphism m dimensional communication is performed from the most 
significant bit to the least significant for each dimension: 

(Cfl(0, a0 — 1) C*(0,0), 
Cfl(l,a,-l),...,C«(l,0), 

C R ( m  — 1,am_) - l)...Cfi(m- 1,0)) 

It should be pointed out that the m-d FFT communication is symmetric. More 
precisely, each step of the communication based on the relation Rq can be decomposed 
into two asymmetric communication, one is based on the relation Rq(0), and another 
on the relation Rq( 1). 

2.3 Mappings 

Given an m-d index set I m  and the processor set P k  of a k  dimensional mesh, a 
mapping f : Im —* Pk is an assignment from the set of indices to the set of processors. 
For the discussion of this section we assume the mapping ratio R ~ |/"*|/1Z3*11 = 1 and 
/ is bijective. 

A mapping / maps a communication c(x, y) between two indices x , y  G I m  to a 
communication z(/(x), f(y)) between two processors u,»Gf' where u = f(x), and v 
= f(y), which we denote by z(u,v) = f(c(x,y)). Similarly, / maps a communication 
over an index set CR to a communication ZR over the mesh 

Zi. = {(*(/(*),/(»)) 

w h i c h  w e  d e n o t e  b y  Z R  =  f ( C R ) .  
The mapping / is a u n i f o r m  m a p p i n g  for a communication C" over an index set 

if ZR — f(CR) is uniform. 
Given a cf-step communication over an index set Im 

( C R o , C R ' , .  . . ,  C / j d _ , )  

and a mapping f from I " '  to P k ,  we say / maps the rf-step communication over to 
a  d - s t e p  c o m m u n i c a t i o n  o v e r  P k  

U{c R ' , f{c R ' ) , . . . , f(cS _ i ) )  

The following proposition allows us to focus on the study of one instead of both of 
the two types of m-d FFT communications. 

Theorem 2. L e t  C  a n d  C '  b e  r e s p e c t i v e  t h e  p o s t -  a n d  p r e -  m o r p h i s m  F F T  c o m m u n i ­
c a t i o n s  o v e r  t h e  i n d e x  s e t  l ' n ,  Z  =  f ( C )  a n d  Z '  =  f { C ' )  a r e  t h e  c o m m u n i c a t i o n s  o v e r  
P k  w h e r e  f  i s  a  m a p p i n g  f u n c t i o n  f r o m  I m  t o  P k ,  t h e n  Z  a n d  Z '  a r e  c o s t  e q u i v a l e n t .  

Proof Follows from the definitions. 
Note that there was no notion of cost for communication over index set. With 

a  m a p p i n g  f r o m  i n d e x  s e t  t o  p r o c e s s o r s  i n  m e s h e s ,  w e  c a n  n o w  d e f i n e  t h e  c o s t  o f  
communications over index set under the mapping. Given a mapping / : lm —<• Pk, the 
cost of a communication between two indices x, y G I'n is the cost of the communication 
b e t w e e n  t h e  t w o  p r o c e s s o r s  f ( x ) , f ( y )  G  P k ,  t h e  c o s t  o f  a  c o m m u n i c a t i o n  C R  o v e r  I m  

is the cost of the communication f(CR) over Pk, the cost of a d-step communication 
C  i s  t h e  c o s t  o f  t h e  d - s t e p  c o m m u n i c a t i o n  f ( C ) .  
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3 The lower bound of m-d FFT communication on k-d mesh 

To show the to'establis^tli^bwe^'bo^ 

fS communication through the problem of broadcast over m-d arrays, and show how 
broadcast can be reduced to the FFT communication. . 

Given an index set J™, and an index * £ /"», the problem of broadcast ,s to send a 

value associated with x to all other indices direct y or indirectly. For simplicity of the 
dtscussion, we first assume x = (0 0), the index with a 10 s along all dimensions. 

We next define a simpler problem over m-d mdex set called broadcast along a given 
dimension. Given an index set Im, the problem of broadcast along its pth dimension 
is to send a value from each index x of the form 

X = (Xfn — 11 • • • , Op, • • • , x0) 

where 0 < ij < A to the A indices in the set 

{x = (xm-l> • • Xp,.. .,x0) | 0 < X < .4} 

Lemma 3. The problem of broadcast over Im can be solved by solving m broadcasts 

along the m dimensions in any order. 

Proof Without loss of generality, we assume the m broadcast is done in the order of 
dimension 0, dimension 1, • • -, and finally dimension (m — 1). 

After the first step, all indices in the following set 

{(0,...,0,X) | 0 < X < A] 

will have the value. And after the itli step, all indices in the index set of 

{(0 X,_i,...,X0) | 0 < X < A ]  

will have the value. Therefore, after m steps, all indices will have the value. 

In the following, we refer to the log(A)-step communication based on the relation 
R(P,g) for a fixed p, and q = 0 to (log(A)-1) the m-d FFT communication (restricted) 
on the pth dimension. 

Lemma4. The m-d FFT communication over along the pth dimension can It 
used to achieve broadcast along the pth dimension. 

Proof The pth demensional FFT communication over array of shape Am consists of 
A parallel FFT communications over vector of size A, each of them can be used to 
broadcast along one vector (see Figure 1 and [6].) 

In order to complete the discussion of this section, we need to further establish the 
following fact 

Lemma 5. 

— A one dimensional FFT communication can be used to broadcast from any ini& 
to all other in the vector. 
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6 6 6 6 6 6 
0 1 i 2 3 

6—ni 6 
0 1 I 0 1 

6 rr^ ^ 

6 1 6  I  < 5 1 6  6 I 6 ' <5 ' 6 
0 0 0 0 0 0 0 0  

Fig. 1. A broadcast over vector with FFT communication 

- The m dimensional FFT communication can be used to broadcast from any index 
to all others in the array. 

Note that the second part of the lemma follows from the first. The first part can 
be proven by the construction of a algorithm with the FFT communication, which we 
omitted to save the space. 

Theorem C. The lower bound for the m dimensional FFT communication over Im on 
a k dimensional mesh Pk  of shape S t_i x •••,50, where |/m| = |/>t | ,is the diameter 

o f  t h e  m e s h ,  i . e .  ~  * ) •  

Proof Since FFT communication can be used to broadcast any index to all others in 
Im, no matter what the mapping — Pk is, it can be used to send a value from 
a corner processor to a processor at the opposite corner with the distance equal to the 
diameter. 

4 The Identical Mapping 

The mapping / from an m-d index set to a fc-d mesh with processors Pk  has the 
functionality of / : 7m —• Pk. In this section, we assume 

- The mapping ratio is one, thus |/'n| = |Pl|-
- The mesh is regular, thus it has the shape of 5 x • • • x S — |Pl|. 

We introduce the following operations over binary numbers and integers: 

Coding B ( i )  where i  is an integer returns i's binary number. 
Decoding B_1(fc) where fc is a binary number returned the integer such that 

B ( B ~ l ( b ) )  =  b .  
Concatenation cat(fcm_i,..., b0) = b, where fcj are binary numbers of w bits, 6 is 

a binary number of m*w hits whose first leftmost w bits are those of 6o, second 
leftmost w bits are those of hi, and so on. 

Decompose dec(6,m) = (6m_i,..., bo), the inverse of the concatenation operation 
cat. 

Set set(6, Ic, x) = V, where b,b' are binary numbers, k an integer, x a binary bit, b' is 
the same as b except that the kt\i least significant bit is set to x. 

Quotient Q ( i , j )  returns the quotient of the division i / j .  
Remainder R ( i ,  j )  returns the remainder of the division i / j .  
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The mapping we introduce is given by Algorithm 1. It can be thought as taking the 
bits from the indices along all dimensions, concatenate them into one binary number, 
and then take it apart along the dimensions. It is further illustrated in Figure 4. Since 
the bit positions are not shuffled in any way before the concatenation, it is referred to 

as the identical mapping. 

Algorithm 1 The identical mapping 
Input: index (im-i. • • • > 'o) 'n 7m °f sWe ^ • 
Output: coordinate (zt-i, • • •, *o) P' of shape S • 

s = log(S), I = cat(B(im-, , . . . .  B ( i 0 ) )  ( x t _ .  x 0 )  =  dec(I, s), 

return (zjb-i, • • • »*o) 

11 10 9 8 7 6 5 4 3 2 1 0 
Bi A Pv P- h> Po Pn Pm Pu Pm P» Pm 

Fig. 2. An example of the identical mapping for n=12, in=2, k=3 

The following proposition answers how the FFT communication is mapped to the 
communication on mesh under the identity mapping. 

Theorem 7. Let A and S be the dimension sizes of the index set 7m and mesh P1 

respectively, a — log(A), s = log(S), then the identical mapping f : Im => Pk  maps a 
step of FFT communication C!t(ptq) over Im to the single dimensional uniform roesA 
communication of the form sd(i, u>), where 

i = Q(p * a -|- <?)/sand tu = 

Proof By the definition of relation /?(/>, r/), two communicating indices differ only in 
their gth bit of pth dimension. The identity mapping maps that bit to the 10th bit of 
the ith dimension, the communication is thus sd (i,to). 

We can then define a function gid(p,g) = (i,ui) called the translating function 
associated with the mapping / from lm to Pk, which takes p and <7, returns p and 
w by the algorithm given in Theorem 7. The following algorithm then implement the 
postmorphism m-d FFT communication on a k dimension mesh under the identical 
mapping 

Algorithm 2 m-d FFT postmorphism communication under identity mapping twM 
translating function 
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for p = 0 to m-J 
for q — 0 to log(A) — 1 

sd o g id  (p, q) 

A disadvantage of the above algorithms is that the translating function is being 
computed for each value of p and p, and the computing is fairly expensive. The follow­
ing algorithm exploit the regularity of the translation when p and q changes from one 
value to the next, and reduces the computation of the translation function to some 
simpler operations: 

Algorithm 3 m-d FFT postmorphism communication without translating function 

Max.Bit —log(P), dim = 0, dis = I bit.ptr — 0; 
for i = 0 to m * log(A) — 1 

sd (dim, dis) 
bit.ptr = bit.ptr +1 
if bit.ptr = Max.Bit then dim = dim +1, bit.pir = 0, dis = 1 
else bit.ptr = bit.ptr +1, dis = 2* dis 

A similar program can be written for a premorphism m dimensional FFT commu­
nication. 

We give an example in Figure 4 where a two dimensional postmorphism FFT 
communication is translated into the communications of communications on a three 
dimensional regular mesli for n = 4k under the identical mapping. 

q = 0 <1 = 1 q = 2 q = 3 q = 4 <1 = 5 
p = 0 sd(0,l) sd(0,2) sd(0,4) sd(0,8) sci (1,1) sd(1,2) 
p = 1 sd(1,4) sd(l,8) sd(2,1) sd(2,2) sd(2,4) sd(2,8) 

Fig. 3. The identical mapping for in = 2, k=3, and size = 4k 

It can he easily verified the total communication distance in the 12 steps of the 
communication of the above example is 

3 

3 x ]T2' = 3 x 15 = 45 
i = 0 

which exactly equal to the diameter of the three dimensional mesh of the shape of 
16 x 16 x 16, the mapping is thus optimal. More general, we have 

Theorem 8. The cost of the m-d FFT communication over index set of size n on a 
k-d regular mesh of the same size under the identical mapping is the diameter of the 
mesh - k(n t / k  - 1). 

Proof: The cost is simply the sum of all the single dimensional communications, 
namely 

log ("/') 
kx £ 2r = k(n l 'k  - 1) 
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It follows from Propositions 8, 1, and 6 that 

Theorem 9. The identical mapping from m-d FFT communication over I"> to a k-i 
mesh Pk of the same size is optimal. 

5 The m-k Shuffle Mappings 

In this section, we introduce another mapping from m-d FFT communication to k-d 
mesh of the same size based on what we call m-k shuffle permutation. 

A m-k shuffle can be thought as a way of dealing n cards 0 .. .(n - 1) from m 
dealers M0,...,Mm_i to k gamblers I<0 A'i-i- To begin, the n cards numbered 
from 0 to (n-1) are partitioned into m decks and dealer M, holds the cards from 
toi * itowi * (i +1) - 1. The dealing of the cards then proceeds as follows: 

1. The dealer Mo starts dealing the k cards on the top of his deck to the k gamblers, 
the ith card to gambler A',-. 

2. After dealer Mj finishes his turn, dealer M; +1 deals his cards the same way to the 
k gamblers, for j = 0 to m — 1. 

3. After dealer Mt_i finishes his turn of dealing, dealer M0 starts again. 
4. The dealing stops when all the cards are given out. 

Now there are ui2 cards in each of the k gamblers, and the cards are ordered by the 
time they are received. We then merge the k decks of cards from the k gamblers into 
one deck. So that the cards from gambler A', proceeds the cards from gambler /Ci+i 
from i = 0 to (k - 2). This process clearly maps each card from a position number 
x before the dealing to a new position number y in the merged pile. It should be 
pointed out that m-k shuffles are generalizations of the perfect shuffle permutation 
where m = 2 and k = 1. An example for m = 2, and k = 3 is given in Figure 4. 

in i« in la in im im its iu im iti iar 
1 1  1 0  9 8 7 6 5 4 3 2  1 0  

\ N  \ / V / 

/ j * < V  V s  
s .  

U  1 0  9 8 7 6 5 4 3 2  1  0  
Hi & Pu ftt Pn Pm f>„ p„ pm pm f>„ 

Fig.4. An example of 5J1 for n = 12, m = 2, k = 3 

Formally, an m-k shuffle SJ? is a permutation over integers from 0 to (n — 1)-

TheoremlO. An m-k shuffle S™ over n integers, assuming that n is a multiple of in 
and k, n/m is a multiple ofk, is the permutation over the integers S™{x) = y whert  

V = ft(xt k)wi + Q(R(x, toi), k)m + Q(x, ti>i) 
where Wi = n/m,ui2 = n/Jfc 
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We next define a mapping of binary numbers based on m-k shuffle. Given a binary 
number b = (6n_i, • • •, b,>..., ho), the m-k shuffle of 6 is 

•ST(h) = C>S™(n-1), • • • , hs™(i) hsm(0)) 

The m-k shuffle mapping from m-d FFT communication over index set 7m to k-d 
mesh with processors in Pk is different from the identical mapping only in that a m-k 
shuffle is performed over the concatenated binary number before it is partitioned into 
k dimensions: 

Algorithm 4 The m-k Shuffle Mapping 
Input: index ( im_i , .  . . ,  r 'o)  in Im of shape Am. 
Output: coordinate ( x * _ i , . . . ,  X o )  in Pk of shape Sk. 

s = l o g ( 5 ) ,  I =  c n < ( B ( i m _ i , . . . ,  f l ( r ' o ) ) ,  J - S ™ (I), ( x t _ i  x 0 )  =  dec(J,s), 
return ( x j t _ ) , .  .  .  , x 0 )  

The following theorem answers how the FFT communication is mapped to the 
communication on mesh under the m-k shuffle mapping. 

Theorem 11. Let the m-k shuffle be the mapping from Im of shape of shape Am to 
mesh processor set Pk of shape Sk, a = log(A), s = log(S),n = log(|/m |), u/i = 
n/m, m2 = n/k, then a step of FFT communication CK{p,q) over Im is mapped to 
the single dimensional uniform mesh communication of the form sd(i,w), where 

i =  / i ( x ,  k) 
w = Q(R(x, ui)), k)m + Q(x, uii) 

Proof Omitted. 
The above theorem also defines the translating function for the m-k shuffle map­

ping, namely 

<7(m,1:)(P,<?) = i',w) 
where 

i = R(x, k), w = Q(R(x, uii), k)m + Q(x, wi) 

The m-d FFT communication can then be implemented by the following algorithm 

Algorithm 5 m-d FFT postmorphism communication under m-k shuffle mapping 
with translating function 

for p — 0 to m-I 
for q = 0 to log(A) — 1 

sd ogm k (p,q) 

To take advantages of the regularity of the translation, a postmorphism, the algorithm 
can be rewritten as 

Algorithm C m-d FFT postmorphism communication under m-k shuffle mapping 
without translating function 
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Max-Dim =k, dim = 0, dis - I, bit-ptr 0 
for i = 0 io m * log(A) - 1 9 

sd (dim, dis), dim = dim + 1, bit.ptr - k i-F + ~ 
if bit-ptr = Max-Bit then dim = dim +1, bit.ptr - 0, dis 
else bit-ptr = bit.ptr +1, dis = 2+ dis 

A similar program can be written for a premorphism m-d FFT communication. 
We give an example in Figure 5 where a two dimensional postmorpfnsm FFT 

communication is translated into communications on three dimensional regular mesh 
for n — dk under the m-k shuffle mapping. 

A 11 o
 q = 1 <1 = 2 q = 3 q = 4 q = 5 

p = 0 sd(0,1) sd(l.l) sd(2,1) sd(0,4) sd( 1,4) sd (2.-1) 

p = >  sd (0,2) sd(l,2) sd(2,2) sd(0,8) sd(1,8) sd(2,8) 

Fig.5. The m-k shuffle mapping translation for m -  2, k-3, and size -  4k 

To determine the cost the m-d FFT communication under the m-k shuffle mapping, 

we first show that 

Theorem 12. Let F be the m-d FFT communication over an index set lm. /id 
f(mt) respectively the identical mapping and the m-k shuffle mapping from 1 to a 
regular mesh of the same size, / ld(F) and f(m. t ){F) the mapped mesh communications 
from the FFT communication. Then f(m,t))(F) and f,a{F) are cost-equivalent. 

Proof Since they contain the same set of single dimensional communications, only in 
different orders. 

It follows from Theorems 12 and 9 that 

Tlieoreml3. The m-k shuffle mapping from m-d FFT communication over I to a 
k-d regular mesh Pk  of the same size is optimal. 

6 The bit-permuting family of optimal mappings 

In the previous two sections we introduced two optimal mappings from m-d FFT 
communication to k-d mesh of the same size, and showed that both of them are 
optimal. In this section, we generalize the previous results by introducing a family0 

optimal mappings of which the two mappings - identical mapping and m-k shuffle 
mapping - are members. 

Let I"' be an m-d index set of shape Am, Pk  the set of processors in a k-d regular 
mesh, |7m |  = |P'| = W, w = log(IV), FI a arbitrary permutation over w integers, and 
can also be applied to a ui-bit binary number to obtain another ui-bit binary number 
given by 

n(bw-U. ..bi,...b0) = (bn(w.\),. . . .  6 / 7 ( i ) , . . . ,  6 / 7 ( 0 )  

Algorithm 7 is a mapping based on the permutation 77, which we refer to as a 
bit-permutation mapping based on FI 
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Algorithm 7 The bit-permuting mapping fn 

Input: index (im_i,..., io) in 7m of shape Am. 
Output: coordinate (xk-i,.. •, x0) in Pk  of shape Sk. 

s = log(S), 7= cat(B(im-i, • • •, 77(i0)), J = 27(7), (n-i,..., ®o) = dec(J,s), 

return (zt-i,... ,x0) 

The following proposition tells how each step of FFT communication is translated 
into the mesh communications under the bit-permutation mapping. 

Theorem 14. Let the fn be the mapping from Im of shape Am to mesh processor set 
Pk  of shape Sk, a - log(A), s = log(S), 77(x) = y, then a step of FFT communication 
CR(p, q) over Im is mapped io the single dimensional uniform mesh communication of 
the form sd(i,w), where i and w is the solution of the following linear equation group 

pa + q = x, is + w = y 

Proof Obvious. 

We next show the above mapping is cost equivalent to identical mapping regardless 
of what the permutation 77 is 

Theorem 15. Let F be the m-d FFT communication over an index set Im. /id and fn 
respectively the identical mapping and the mapping based on permutation TI from Im to 
a regular mesh of the same size, fm(F) and fn(F) the mapped mesh communications 
from the FFT communication. Then ffm,y))(F) and f,d{F) are cost-equivalent. 

Proof Since they contain the same set of single dimensional communications in dif­

ferent orders. 
It follows that for any permutation over log|7m |  integers we have 

Theorem 1C. The mapping fn from m-d FFT communication over Im to a k-d mesh 
Pk  of the same size is optimal. 

Since an index set Im of size N has (log(TV))! different permutations we have 

Theorem 17. There are (log(TV))! optimal bit-permutation mappings from an m-d 
FFT communication over Im of size n to a k-d regular mesh Pk  of the same size. 

Clearly, identical and m-k shuffle mappings are simply two members of the large family. 

7 Generalizations 

In the previous three sections, we have assumed the regularity of both index set and 
the mesh. In this section, we show that bit-permutation mappings can be generalized 
from arbitrarily shaped m-d FFT communication to arbitrarily shaped fc-d mesh and 
are still optimal. 

Let us first introduce an operation 

dec2(t, u_i, • - •, io) = (bk-i. • • • • bo) 
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u Ukes a SSMSfti 

ttftmoTbits'oftana io on. Clearly, the operation dec in Section 4 can be viewed 
L a special case of the operation dec2 where all the k integers take the same value 

We now define a mapping from the index set lm of the shape A0 x -4m-i to a M 
mesh with processors in Pk of the shape S0x St_, based on an arbitrary permutation 

over log(M) integers where N - |/"'| = IP I-

Algorithm 8 The mapping for arbitrary shaped index set and mesh Input: index 

(!m-i,---,'o) »"'m of shape Am. 
Output: coordinate (xk-i x0) in P of shape S -
Notation: a, = logger 0 < i < m, * = log^for 0<Kt,U« permutation 

over(Y™= 0Ai) integers. 

» = log(S), I = cat(B(im- l,...,B(i0)), J = n { I ) ,  (xk.u...,x0) = dec2(J,sk. l  4 

return (xk-i, • • - ,x0) 

We make the following claims about the the above bit-permutation mapping from I 

to Pk of arbitrary shape, 

Theorem 18. 

- it maps each step of m-d FFT communication CR(p,q) over to a single dimen­
sional uniform communication over Pk. 

- the cost of the m-d FFT communication under the mapping equal to the diameter 
of the k-d mesh, namely JCjso'S,-, optimal. 

Proof It is easy to see that if the gth bit of pth dimension for an index ill /m is 
permuted to the jth bit of itli dimension in Pk, then a step of the FFT communication 
CR(p,q) is translated into the single dimensional communication sd (i,2') 011 the 
mesh. The second part follows from the fact that the each bit of each dimension will 
be mapped to exactly once, the total cost is thus 

i-llog(S,) fc-l 

£  E * = £(S; -  1) 
1=0 j=o 1=0 

in other words, the diameter of the mesh. 

8 Conclusion 

We have studied the mapping from m dimensional FFT communication to k dimen­
sional for arbitrary m and k under a unified framework. We established the lower bound 
of the communication, and give (log(n))! bit-permutation mappings, all are optimal. 
The results in this paper thus generalizes the previous work in [1, 3, 2, 11, 13, 7, 8]-
Our broadcast algorithms in Sec. 3 also generalized generalizes the well-known results 
on broadcasting in [4], 

There are a number of related issues and results that can be further studied 
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- the applications of the mapping to algorithms other than FFT but use FFT com­
munication patterns. 

- array operations over specific dimension using FFT communication patterns, e.g., 
row-wise broadcast for m = 2. 

Limited by the space, we will discuss the above issues elsewhere. It should be 
pointed out that the m-k shuflle subsumes that perfect shuffle (m=2, fc=l), and the 
permutation used in [7, 8] (m = 1 ,k arbitrary). Although the m-k shuffle mapping is 
cost-equivalent to the other mappings in the bit-permutation mapping family it can be 
shown that for operations over some but not all dimensions of an array, it outperforms 
other mappings such as the identical mapping, which is unfortunately widely used in 
implementations. 
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